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Abstract. I present a simple example of a multiple context-free language
for which a very weak variant of generalized Ogden’s lemma fails. This
language is generated by a non-branching (and hence well-nested) 3-
MCFG as well as by a (non-well-nested) binary-branching 2-MCFG; it
follows that neither the class of well-nested 3-MCFLs nor the class of
2-MCFLs is included in Weir’s control language hierarchy, for which
Palis and Shende proved an Ogden-like iteration theorem. I then give a
simple su�cient condition for an MCFG to satisfy a natural analogue
of Ogden’s lemma, and show that the corresponding class of languages
is a substitution-closed full AFL which includes Weir’s control language
hierarchy. My variant of generalized Ogden’s lemma is incomparable in
strength to Palis and Shende’s variant and is arguably a more natural
generalization of Ogden’s original lemma.
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1 Introduction

A multiple context-free grammar [12] is a context-free grammar on tuples of
strings (of varying length). An analogue of the pumping lemma, which asserts
the existence of a certain number of substrings that can be simultaneously
iterated, has been established for well-nested MCFGs and (non-well-nested)
MCFGs of dimension 2 [6]. So far, it has been unknown whether an analogue of
Ogden’s [10] strengthening of the pumping lemma holds of these classes. This
paper negatively answers the question for both classes, and moreover proves a
generalized Ogden’s lemma for the class of MCFGs satisfying a certain simple
property. The class of languages generated by the grammars in this class includes
Weir’s [13] control language hierarchy, the only non-trivial subclass of MCFLs
for which an Ogden-style iteration theorem has been proved so far [11].

2 Preliminaries

The set of natural numbers is denoted N. If i and j are natural numbers, we write
[i, j] for the set {n 2 N | i  n  j }. We write |w| for the length of a string w
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2 M. Kanazawa

and |S| for the cardinality of a set S; the context should make it clear which is
intended. If u, v, w are strings, we write (u[v]w) for the subinterval [|u|+ 1, |uv|]
of [1, |uvw|]. If w is a string, wR denotes the reversal of w.

2.1 Multiple Context-Free Grammars

A multiple context-free grammar (MCFG) [12] is a quadruple G = (N,⌃, P, S),
where N is a finite set of nonterminals, each with a fixed dimension � 1, ⌃ is a
finite alphabet of terminals, P is a set of rules, and S is the distinguished initial
nonterminal of dimension 1. We write N

(q) for the set of nonterminals in N of
dimension q. A nonterminal in N

(q) is interpreted as a q-ary predicate over ⌃⇤.
A rule is stated with the help of variables interpreted as ranging over ⌃⇤. Let X
be a denumerable set of variables. We use boldface lower-case letters as elements
of X . A rule is a definite clause (in the sense of logic programming) constructed
with atoms of the form A(↵

1

, . . . ,↵q), with A 2 N

(q) and ↵

1

, . . . ,↵q patterns,
i.e., strings over ⌃ [ X . An MCFG rule is of the form

A(↵
1

, . . . ,↵q) B

1

(x
1,1, . . . ,x1,q1), . . . , Bn(xn,1, . . . ,xn,qn),

where n � 0, A,B

1

, . . . , Bn are nonterminals of dimensions q, q

1

, . . . , qn, re-
spectively, the xi,j are pairwise distinct variables, and each ↵i is a string over
⌃ [ {xi,j | i 2 [1, n], j 2 [1, qi] }, such that (↵

1

, . . . ,↵q) contains at most one
occurrence of each xi,j . An MCFG is an m-MCFG if the dimensions of its
nonterminals do not exceed m; it is r-ary branching if each rule has no more
than r occurrences of nonterminals in its body (i.e., the part that follows the
symbol  ). We call a unary branching grammar non-branching.1

An atom A(↵
1

, . . . ,↵q) is ground if ↵
1

, . . . ,↵q 2 ⌃

⇤. A ground instance of
a rule is the result of substituting a string over ⌃ for each variable in the rule.
Given an MCFG G = (N,⌃, P, S), a ground atom A(w

1

, . . . , wq) directly fol-
lows from a sequence of ground atoms B

1

(v
1,1, . . . , v1,q1), . . . , Bn(vn,1, . . . , vn,qn)

if A(w
1

, . . . , wq)  B

1

(v
1,1, . . . , v1,q1), . . . , Bn(vn,1, . . . , vn,qn) is a ground in-

stance of some rule in P . A ground atom A(w
1

, . . . , wq) is derivable, written
`G A(w

1

, . . . , wq), if it directly follows from some sequence of derivable ground
atoms. In particular, if A(w

1

, . . . , wq) is a rule in P , we have `G A(w
1

, . . . , wq).
A derivable ground atom is naturally associated with a derivation tree, each

of whose nodes is labeled by a derivable ground atom, which directly follows
from the sequence of ground atoms labeling its children. The language generated
by G is defined as L(G) = {w 2 ⌃

⇤ | `G S(w) }, or equivalently, L(G) = {w 2
⌃

⇤ | G has a derivation tree for S(w) }. The class of languages generated by
m-MCFGs is denoted m-MCFL, and the class of languages generated by r-ary
branching m-MCFGs is denoted m-MCFL(r).

Example 1. Consider the following 2-MCFG:

S(x
1

#x

2

) D(x
1

,x

2

)

D(", ") 
D(x

1

y

1

,y

2

x

2

) E(x
1

,x

2

), D(y
1

,y

2

)

E(ax
1

ā, āx

2

a) D(x
1

,x

2

)

1 Non-branching MCFGs have been called linear in [1].
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S(aaāāaā#āaāāaa)

D(aaāāaā, āaāāaa)

E(aaāā, āāaa)

D(aā, āa)

E(aā, āa)

D(", ")

D(", ")

D(aā, āa)

E(aā, āa)

D(", ")

D(", ")

Fig. 1. A derivation tree of a 2-MCFG.

Here, S is the initial nonterminal andD and E are both nonterminals of dimension
2. This grammar is binary branching and generates the language {w#w

R | w 2
D

⇤
1

}, whereD⇤
1

is the (one-sided) Dyck language over the alphabet {a, ā}. Figure 1
shows the derivation tree for aaāāaā#āaāāaa.

It is also useful to define the notion of a derivation of an atom A(↵
1

, . . . ,↵q)
from an assumption C(x

1

, . . . ,xr), where x

1

, . . . ,xr are pairwise distinct vari-
ables. An atom A(↵

1

, . . . ,↵q) is derivable from an assumption C(x
1

, . . . ,xr),
written C(x

1

, . . . ,xr) `G A(↵
1

, . . . ,↵q), if either

1. A = C and (↵
1

, . . . ,↵q) = (x
1

, . . . ,xr), or
2. there are some atom Bi(�1

, . . . ,�qi) and ground atoms Bj(vj,1, . . . , vj,qj ) for
each j 2 [1, i � 1] [ [i + 1, n] such that C(x

1

, . . . ,xr) `G Bi(�1

, . . . ,�qi),
`G Bj(vj,1, . . . , vj,qj ), and

A(↵
1

, . . . ,↵q) B

1

(v
1,1, . . . , v1,q1), . . . , Bi�1

(vi�1,1, . . . , vi�1,qi�1),

Bi(�1

, . . . ,�qi), Bi+1

(vi+1,1, . . . , vi+1,qi+1), . . . , Bn(vn,1, . . . , vn,qn)

is an instance of some rule in P .

Let us write [v
1

/x

1

, . . . , vr/xr] for the simultaneous substitution of strings
v

1

, . . . , vr for variables x
1

, . . . ,xr. Evidently, when we have `G B(v
1

, . . . , vr) and
B(x

1

, . . . ,xr) `G A(↵
1

, . . . ,↵q), the two derivations can be combined into one
witnessing `G A(↵

1

, . . . ,↵q)[v1/x1

, . . . , vr/xr]. The following lemma says that
when B(v

1

, . . . , vr) is derived in the course of a derivation of A(w
1

, . . . , wq), the
derivation can be decomposed into one for B(v

1

, . . . , vr) and a derivation from
an assumption B(x

1

, . . . ,xr):

Lemma 2. Let ⌧ be a derivation tree of an MCFG G for some ground atom
A(w

1

, . . . , wq), and let B(v
1

, . . . , vr) be the label of some node of ⌧ . Then
there is an atom A(↵

1

, . . . ,↵q) such that B(x
1

, . . . ,xr) `G A(↵
1

, . . . ,↵q) and
(w

1

, . . . , wq) = (↵
1

, . . . ,↵q)[v1/x1

, . . . , vr/xr].

Example 3. Consider the derivation tree in Figure 1 and the node ⌫ labeled
by E(aaāā, āāaa). Let ⌧ be the subtree of this derivation tree consisting of ⌫
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E(ax1ā, āx2a)

D(x1,x2)

E(x1,x2) D(", ")

Fig. 2. A derivation of E(ax1ā, āx2a) from assumption E(x1,x2).

and the nodes that lie below it. Consider the node ⌫

1

labeled by E(aā, āa) in
⌧ . The rules used in the portion of ⌧ that remains after removing the nodes
below ⌫

1

determine a derivation tree for E(x
1

,x

2

) `G E(ax
1

ā, āx

2

a), depicted
in Figure 2. Note that substituting aā, āa for x

1

,x

2

in E(ax
1

ā, āx

2

a) gives back
E(aaāā, āāaa).

An MCFG rule A(↵
1

, . . . ,↵q) B

1

(x
1,1, . . . ,x1,q1), . . . , Bn(xn,1, . . . ,xn,qn)

is said to be

– non-deleting if all variables xi,j in its body occur in (↵
1

, . . . ,↵q);
– non-permuting if for each i 2 [1, n], the variables xi,1, . . . ,xi,qi occur in
(↵

1

, . . . ,↵q) in this order;
– well-nested if it is non-deleting and non-permuting and there are no i, j 2

[1, n], k 2 [1, qi � 1], l 2 [1, ql � 1] such that xi,k,xj,l,xi,k+1

,xj,l+1

occur in
(↵

1

, . . . ,↵q) in this order.

Every m-MCFG(r) has an equivalent m-MCFG(r) whose rules are all non-
deleting and non-permuting, and henceforth we will always assume that these
conditions are satisfied. An MCFG whose rules are all well-nested is a well-nested
MCFG [6]. The 2-MCFG in Example 1 is well-nested. It is known that there is
no well-nested MCFG for the language {w#w | w 2 D

⇤
1

} [9], although it is easy
to write a non-well-nested 2-MCFG for this language.

Every (non-deleting and non-permuting) non-branching MCFG is by defini-
tion well-nested. The class

S
m m-MCFL(1) coincides with the class of output

languages of deterministic two-way finite-state transducers (see [1]).

2.2 The Control Language Hierarchy

Weir’s [13] control language hierarchy is defined in terms of the notion of a
labeled distinguished grammar, which is a 5-tuple G = (N,⌃, P, S, f), where
G = (N,⌃, P, S) is an ordinary context-free grammar and f : P ! N is a function
such that if ⇡ 2 P is a context-free production with n occurrences of nonterminals
on its right-hand side, then f(⇡) 2 [0, n]. We view P as a finite alphabet, and use
a language C 2 P

⇤ to restrict the derivations of G. The pair (G,C) is a control
grammar. For each nonterminal A 2 N , define R

(G,C)

(A) ✓ ⌃

⇤ ⇥ P

⇤ inductively
as follows: for each production ⇡ = A! w

0

B

1

w

1

. . . Bnwn in P ,

– if f(⇡) = 0 and ({vj} ⇥ C) \ R

(G,C)

(Bj) 6= ? for each j 2 [1, n], then
(w

0

v

1

w

1

. . . vnwn,⇡) 2 R

(G,C)

(A);
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– if f(⇡) = i 2 [1, n], (vi, z) 2 R

(G,C)

(Bi), and ({vj} ⇥ C) \ R

(G,C)

(Bj) 6= ?
for each j 2 [1, i� 1] [ [i+ 1, n], then (w

0

v

1

w

1

. . . vnwn,⇡z) 2 R

(G,C)

(A).

The language of the control grammar (G,C) is L(G,C) = {w 2 ⌃

⇤ | ({w} ⇥
C) \R

(G,C)

(S) 6= ? }.
The first level of the control language hierarchy is C

1

= CFL, the family of
context-free languages, and for k � 1,

Ck+1

= {L(G,C) | (G,C) is a control grammar and C 2 Ck }.

The second level C
2

is known to coincide with the family of languages generated
by well-nested 2-MCFGs, or equivalently, the family of tree-adjoining languages
[13].

Example 4. Let G = (N,⌃, P, S, f) be a labeled distinguished grammar consist-
ing of the following productions:

⇡

1

: S ! aSāS, ⇡

2

: S ! bSb̄S, ⇡

3

: S ! ",

where f(⇡
1

) = 1, f(⇡
2

) = 1, f(⇡
3

) = 0. Let C = {⇡n
1

⇡

n
2

⇡

3

| n 2 N }. Then
L(G,C) = D

⇤
2

\ ({ anbn | n 2 N }{ā, b̄}⇤)⇤, where D

⇤
2

is the Dyck language over
{a, ā, b, b̄}. Since C is a context-free language, this language belongs to C

2

.

Palis and Shende [11] proved the following Ogden-like theorem for Ck:

Theorem 5 (Palis and Shende). If L 2 Ck, then there is a number p such that
for all z 2 L and D ✓ [1, |z|], if |D| � p, there are u

1

, . . . , u

2

k
+1

, v

1

, . . . , v

2

k 2
⌃

⇤ that satisfy the following conditions:

(i) z = u

1

v

1

u

2

v

2

. . . u

2

kv
2

ku
2

k
+1

.
(ii) for some j 2 [1, 2k],

D \ (u
1

v

1

. . . [uj ]vjuj+1

vj+1

. . . u

2

kv
2

ku
2

k
+1

) 6= ?,

D \ (u
1

v

1

. . . uj [vj ]uj+1

vj+1

. . . u

2

kv
2

ku
2

k
+1

) 6= ?,

D \ (u
1

v

1

. . . ujvj [uj+1

]vj+1

. . . u

2

kv
2

ku
2

k
+1

) 6= ?.

(iii) |D \ (u
1

v

1

. . . u

2

k�1 [v
2

k�1u
2

k�1
+1

v

2

k�1
+1

] . . . u
2

kv
2

ku
2

k
+1

)|  p.
(iv) u

1

v

n
1

u

2

v

n
2

. . . u

2

kv
n
2

ku
2

k
+1

2 L for all n 2 N.

Kanazawa and Salvati [8] proved the inclusion Ck ✓ 2k�1-MCFL, while using
Theorem 5 to show that the language RESP

2

k�1 belongs to 2k�1-MCFL� Ck for
k � 2, where RESPl = { am

1

a

m
2

b

n
1

b

n
2

. . . a

m
2l�1

a

m
2lb

n
2l�1

b

n
2l | m,n 2 N }.

3 The Failure of Ogden’s Lemma for Well-Nested
MCFGs and 2-MCFGs

Let G be an MCFG, and consider a derivation tree ⌧ for an element z of L(G).
When a node of ⌧ and one of its descendants are labeled by ground atoms
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B(w
1

, . . . , wr) and B(v
1

, . . . , vr) sharing the same nonterminal B, the portion of
⌧ consisting of the nodes that are neither above the first node nor below the second
node determines a derivation tree � witnessing B(x

1

, . . . ,xr) `G B(�
1

, . . . ,�r)
(called a pump in [6]), where (�

1

, . . . ,�r)[v1/x1

, . . . , vr/xr] = (w
1

, . . . , wr). This
was illustrated by Example 3. When each xi occurs in �i, i.e., �i = v

2i�1

xiv2i for
some v

2i�1

, v

2i 2 ⌃

⇤ (in which case � is an even pump [6]), iterating � gives a
derivation tree for B(x

1

, . . . ,xr) `G B(vn
1

x

1

v

n
2

, . . . , v

n
2r�1

xrv
n
2r). Combining this

with the rest of ⌧ gives a derivation tree for z(n) = u

1

v

n
1

u

2

v

n
2

. . . u

2rv
n
2ru2r+1

2
L(G) for every n 2 N, where z(1) = z. When some xi occurs in �j with j 6= i (�
is an uneven pump), however, the result of iterating � exhibits a complicated
pattern that is not easy to describe.

A language L is said to be k-iterative if all but finitely many elements of
L can be written in the form u

1

v

1

u

2

v

2

. . . ukvkuk+1

so that v

1

. . . vk 6= " and
u

1

v

n
1

u

2

v

n
2

. . . ukv
n
kuk+1

2 L for all n 2 N. A language that is either finite or
includes an infinite k-iterative subset is said to be weakly k-iterative. (These
terms are from [4,3].) The possibility of an uneven pump explains the di�culty
of establishing 2m-iterativity of an m-MCFL. In 1991, Seki et al. [12] proved
that every m-MCFL is weakly 2m-iterative, but whether every m-MCFL is
2m-iterative remained an open question for a long time, until Kanazawa et al. [7]
negatively settled it in 2014 by exhibiting a (non-well-nested) 3-MCFL that is
not k-iterative for any k. Earlier, Kanazawa [6] had shown that the language of
a well-nested m-MCFG is always 2m-iterative, and moreover that a 2-MCFL is
always 4-iterative. The proof of this last pair of results was much more indirect
than the proof of the pumping lemma for the context-free languages, and did not
suggest a way of strengthening them to an Ogden-style theorem. Below, we show
that there is indeed no reasonable way of doing so.

Let us say that a language L has the weak Ogden property if there is a natural
number p such that for every z 2 L and D ✓ [1, |z|] with |D| � p, there are
strings u

1

, . . . , uk+1

, v

1

, . . . , vk (k � 1) satisfying the following conditions:

1. z = u

1

v

1

. . . ukvkuk+1

,
2. D \ (u

1

v

1

. . . ui[vi] . . . ukvkuk+1

) 6= ? for some i 2 [1, k], and
3. u

1

v

n
1

. . . ukv
n
kuk+1

2 L for all n � 0.

The elements of D are referred to as distinguished positions in z.

Theorem 6. There is an L 2 3-MCFL(1) \ 2-MCFL(2) that does not satisfy
the weak Ogden property.

Proof. Let L be the set of all strings over the alphabet {a, b, $} that are of the
form

a

i1
b

i0$ai2bi1$ai3bi2$ . . . $ainbin�1 (†)
for some n � 3 and i

0

, . . . , in � 0. This language is generated by the non-
branching 3-MCFG (left) as well as by the binary branching 2-MCFG (right) in
Figure 3. Now suppose L has the weak Ogden property, and let p be the number
satisfying the required conditions. Let

z = a$a2b$a3b2$ . . . $ap+1

b

p
,
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A(") 
A(bx1) A(x1)

B(x1, ") A(x1)

B(ax1, bx2) B(x1,x2)

C(x1,x2, ") B(x1,x2)

C(x1, ax2, bx3) C(x1,x2,x3)

C(x1$x2,x3, ") C(x1,x2,x3)

D(x1$x2,x3) C(x1,x2,x3)

D(x1, ax2) D(x1,x2)

S(x1$x2) D(x1,x2)

A(") 
A(bx1) A(x1)

B(x1, ") A(x1)

B(ax1, bx2) B(x1,x2)

C(", ") 
C(ax1, bx2) C(x1,x2)

D(x1$y1x2,y2) B(x1,x2), C(y1,y2)

D(x1$y1x2,y2) D(x1,x2), C(y1,y2)

E(x1,x2) D(x1,x2)

E(x1, ax2) E(x1,x2)

S(x1$x2) E(x1,x2)

Fig. 3. Two grammars generating the same language.

and let D consist of the positions in z occupied by $. Note that |D| = p. By the
weak Ogden property, there must be strings u

1

, . . . , uk+1

, v

1

, . . . , vk (k � 1) such
that z = u

1

v

1

. . . ukvkuk+1

, at least one of v
1

, . . . , vk contains an occurrence of $,
and u

1

v

n
1

. . . ukv
n
kuk+1

2 L for all n. Without loss of generality, we may assume
that v

1

, . . . , vk are all nonempty strings. Let us write z(n) for u
1

v

n
1

. . . ukv
n
kuk+1

.
First note that none of of v

1

, . . . , vk can start in a and end in b, since otherwise
z(2) would contain ba as a factor and not be of the form (†). Let i be the greatest
number such that vi contains an occurrence of $. Since none of vi+1

, . . . , vk

contains an occurrence of $, it is easy to see that vi+1

, . . . , vk are all in a

+ [ b

+.
We consider two cases, depending on the number of occurrences of $ in vi. Each
case leads to a contradiction.

Case 1. vi contains just one occurrence of $. Then vi = x$y, where x is a
su�x of aj+1

b

j and y is a prefix of aj+2

b

j+1 for some j 2 [0, p � 1]. Note that
z(3) contains $yx$yx$ as a factor. Since z(3) is of the form (†), this means that
yx = a

l
b

l for some l � 0.
Case 1.1 l  j + 1. Then y must be a prefix of aj+1 and since x is a su�x

of aj+1

b

j , it follows that l  j. Since yui+1

vi+1

. . . ukvkuk+1

has aj+2

b

j+1 as a
prefix and vi+1

, . . . , vk 2 a

+ [ b

+, $yx$yui+1

v

2

i+1

. . . ukv
2

kuk+1

has $albl$aqbr as
a prefix for some q � j+2 and r � j+1. The string $albl$aqbr is a factor of z(2)
and since z(2) is of the form (†), we must have l � r, but this contradicts l  j.

Case 1.2. l � j + 2 In this case x must be a su�x of bj and y must have
a

j+2

b

2 as a prefix, so l = j + 2. Note that

$yx$yui+1

v

2

i+1

. . . ukv
2

kuk+1

= $albl$yui+1

v

2

i+1

. . . ukv
2

kuk+1

is a su�x of z(2), so either yui+1

v

2

i+1

. . . ukv
2

kuk+1

equals a

q
b

l or has a

q
b

l$ as
a prefix for some q. Since l = j + 2 and yui+1

vi+1

. . . ukvkuk+1

either equals
a

j+2

b

j+1 or has a

j+2

b

j+1$ as a prefix, it follows that there is some h > i such
that vh = b and vi+1

, . . . , vh�1

are all in a

+. But then z(3) will contain

$yx$yui+1

v

3

i+1

. . . ukv
3

kuk+1

,
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which must have
$aj+2

b

j+2$aq
0
b

j+3

as a prefix for some q

0, contradicting the fact that z(3) is of the form (†).
Case 2. vi contains at least two occurrences of $. Then we can write

vi = x$al+1

b

l$ . . . $am+1

b

m$y,

where 1  l  m  p� 1, x is a su�x of albl�1, and y is a prefix of am+2

b

m+1.
Since

$am+1

b

m$yx$al+1

b

l$

is a factor of z(2), we must have

yx = a

l
b

m+1

.

Since y is a prefix of am+2

b

m+1 and l < m + 2, y must be a prefix of al. It
follows that x has b

m+1 as a su�x. But then b

m+1 must be a su�x of albl�1,
contradicting the fact that l � 1 < m+ 1. ut

Since Theorem 5 above implies that every language in Weir’s control language
hierarchy satisfies the weak Ogden property, we obtain the following corollary:2

Corollary 7. There is a language in 3-MCFL(1) \ 2-MCFL(2) that lies outside
of Weir’s control language hierarchy.

Previously, Kanazawa et al. [7] showed that Weir’s control language hiearchy
does not include 3-MCFL(2), but left open the question of whether the former
includes the languages of well-nested MCFGs. The above corollary settles this
question in the negative.

4 A Generalized Ogden’s Lemma for a Subclass of the
MCFGs

An easy way of ensuring that an m-MCFG G satisfies a generalized Ogden’s
lemma is to demand that whenever B(x

1

, . . . ,xr) `G B(�
1

, . . . ,�r), each xi

occurs in �i. This is a rather strict requirement, however, and the resulting class
of grammars does not seem to cover even the second level C

2

of the control

2 The language L in the proof of Theorem 6 was inspired by Lemma 5.4 of Greibach [5],
where a much more complicated language was used to show that the range of a
deterministic two-way finite-state transducer need not be strongly iterative. One
can see that the language Greibach used is an 8-MCFL(1). In her proof, Greibach
essentially relied on a stronger requirement imposed by her notion of strong iterativity,
namely that in the factorization z = u1v1 . . . ukvkuk+1, there must be some i such
that ui and ui+1 contain at least one distinguished position and vi contains at least
two distinguished positions. Strong iterativity is not implied by the condition in
Theorem 5, so Greibach’s lemma fell short of providing an example of a language inS

m m-MCFL(1) that does not belong to Weir’s hierarchy.
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language hierarchy. In this section, we show that a weaker condition implies a
natural analogue of Ogden’s [10] condition; we prove in the next section that the
result covers the entire control language hierarchy.

Let us say that a derivation of B(�
1

, . . . ,�r) from assumption A(x
1

, . . . ,xq)
is non-decreasing if it cannot be broken down into two derivations witness-
ing A(x

1

, . . . ,xq) `G C(�
1

, . . . , �s) and C(z
1

, . . . , zs) `G B(�0
1

, . . . ,�

0
r) such

that s < q. (If q > r, there can be no non-decreasing derivation witnessing
A(x

1

, . . . ,xq) `G B(�
1

, . . . ,�r).) An m-MCFG G = (N,⌃, P, S) is proper if for
each A 2 N

(q), whenever A(x
1

, . . . ,xq) `G A(↵
1

, . . . ,↵q) with a non-decreasing
derivation, each xi occurs in ↵i. It is easy to see that properness is a decidable
property of an MCFG.

Theorem 8. Let L be the language of a proper m-MCFG. There is a natural
number p such that for every z 2 L and D ✓ [1, |z|] with |D| � p, there are
strings u

1

, . . . , u

2m+1

, v

1

, . . . , v

2m satisfying the following conditions:

1. z = u

1

v

1

. . . u

2mv

2mu

2m+1

,
2. for some j 2 [1, 2m],

D \ (u
1

v

1

. . . [uj ]vjuj+1

vj+1

. . . u

2mv

2mu

2m+1

) 6= ?,

D \ (u
1

v

1

. . . uj [vj ]uj+1

vj+1

. . . u

2mv

2mu

2m+1

) 6= ?,

D \ (u
1

v

1

. . . ujvj [uj+1

]vj+1

. . . u

2mv

2mu

2m+1

) 6= ?,

3. |D \
Sm

i=1

(u
1

v

1

. . . u

2i�1

[v
2i�1

u

2iv2i] . . . u2mv

2mu

2m+1

)|  p,
4. u

1

v

n
1

u

2

v

n
2

. . . u

2mv

n
2mu

2m+1

2 L for all n 2 N.

The case m = 1 of Theorem 8 exactly matches the condition in Ogden’s [10]
original lemma (as does the case k = 1 of Theorem 5).

Proof. Let G = (N,⌃, P, S) be a proper m-MCFG. For a rule A(↵
1

, . . . ,↵q) 
B

1

(x
1,1, . . . ,x1,q1), . . . , Bn(xn,1, . . . ,xn,qn), let its weight be the number of oc-

currences of terminal symbols in ↵

1

, . . . ,↵q plus n, and let d be the maximal
weight of a rule in P .

Let z 2 L, D ✓ [1, |z|], and ⌧ be a derivation tree for z. We refer to ele-
ments of D as distinguished positions. Note that it makes sense to ask whether
a particular symbol occurrence in the atom A(w

1

, . . . , wq) labeling a node
⌫ of ⌧ is in a distinguished position or not. This is because by Lemma 2,
there are strings z

1

, . . . , zq+1

such that ⌫ determines a derivation witnessing
A(x

1

, . . . ,xq) `G S(z
1

x

1

z

2

x

2

. . . zqxqzq+1

), which tells us where in z each argu-
ment of A(w

1

, . . . , wq) ends up. Henceforth, when the ground atom labeling a
node ⌫ contains a symbol occurrence in a distinguished position, we simply say
that ⌫ contains a distinguished position. We call a node ⌫ a B-node (cf. [10])
if at least one of its children contains a distinguished position and ⌫ contains
more distinguished positions than any of its children. The B-height of a node ⌫

is defined as the maximal B-height h of its children if ⌫ is not a B-node, and
h + 1 if ⌫ is a B-node. (When ⌫ has no children, its B-height is 0.) It is easy
to see that a node of B-height h can contain no more than d

h+1 distinguished
positions.
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Our goal is to find an h such that, when |D| � d

h+1, we can locate four nodes
µ

1

, µ

2

, µ

3

, µ

4

, all of B-height  h, on the same path of ⌧ that together decompose
⌧ into five derivations witnessing

A(x
1

, . . . ,xq) `G S(z
1

x

1

z

2

x

2

. . . zqxqzq+1

), (1)

B(x
1

, . . . ,xq) `G A(y
1

x

1

y

2

, . . . , y

2q�1

xqy2q), (2)

B(x
1

, . . . ,xq) `G B(v
1

x

1

v

2

, . . . , v

2q�1

xqv2q), (3)

C(x
1

, . . . ,xq) `G B(x
1

x

1

x

2

, . . . , x

2q�1

xqx2q), (4)

`G C(w
1

, . . . , wq), (5)

where for some j 2 [1, 2q], each of xj , vj , yj contains at least one distinguished
position. Since y

1

v

1

x

1

w

1

x

2

v

2

y

2

, . . . , y

2q�1

v

2q�1

x

2q�1

wqx2qv2qy2q together can
contain no more than d

h+1 distinguished positions, this establishes the theorem,
with p = d

h+1 and u

1

= z

1

y

1

, u

2

= x

1

w

1

x

2

, u

3

= y

2

z

2

y

3

, etc.
We let h =

Pm
q=1

h(q), where h(0) = 0 and h(q) = (2q · (|N |+ 1) + 1) · (h(q�
1) + 1) for q 2 [1,m]. By the “dimension” of a node, we mean the dimension of
the nonterminal in the label of that node. Assume |D| � d

h+1. Then the root
of ⌧ has B-height � h, and ⌧ must have a path that contains a node of each
B-height  h. For each i = 0, . . . , h, from among the nodes of B-height i on that
path, pick a node ⌫i of the lowest dimension.

By a q-stretch, we mean a contiguous subsequence of ⌫
0

, ⌫

1

, . . . , ⌫h consisting
entirely of nodes of dimension � q. We claim that some q-stretch contains more
than 2q ·(|N |+1)+1 nodes of dimension q. For, suppose not. Then we can show by
induction on q that ⌫

0

, ⌫

1

, . . . , ⌫h contains no more than h(q) nodes of dimension
q, which contradicts h =

Pm
q=1

h(q). Since the entire sequence ⌫

0

, ⌫

1

, . . . , ⌫h is a
1-stretch, the sequence contains at most 2 ·(|N |+1)+1 = h(1) nodes of dimension
1. If the sequence contains at most h(q � 1) nodes of dimension q � 1, then there
are at most h(q�1)+1 maximal q-stretches, so the number of nodes of dimension
q in the sequence cannot exceed (2q · (|N |+ 1) + 1) · (h(q � 1) + 1) = h(q).

So we have a q-stretch that contains nodes ⌫i0 , . . . , ⌫ik of dimension q for
some q 2 [1,m], where k = 2q · (|N | + 1) + 1. Let An be the nonterminal in
the label of ⌫in . By the definition of a q-stretch and the way the original se-
quence ⌫

0

, . . . , ⌫h is defined, the nodes of ⌧ that are neither below ⌫in�1 nor
above ⌫in determine a non-decreasing derivation witnessing An�1

(x
1

, . . . ,xq) `G
An(xn,1x1

xn,2, . . . , xn,2q�1

xqxn,2q) for some strings xn,1, . . . , xn,2q. Since there
must be a B-node lying above ⌫in�1 and below or at ⌫in , at least one of
xn,1, . . . , xn,2q must contain a distinguished position. By the pigeon-hole principle,
there is a j 2 [1, 2q] such that {n 2 [1, k] | xn,j contains a distinguished position }
has at least |N | + 2 elements. This means that we can pick three elements
n

1

, n

2

, n

3

from this set so that n

1

< n

2

< n

3

and An1 = An2 . Letting µ

1

=
⌫i0 , µ1

= ⌫in1
, µ

2

= ⌫in2
, µ

3

= ⌫in3
, we see that (2), (3), (4) hold with C =

Ai0 , B = Ain1
= Ain2

, A = Ain3
and xj , vj , yj all containing a distinguished

position, as desired. ut

Let us write m-MCFL
prop

for the family of languages generated by proper
m-MCFGs. Using standard techniques (cf. Theorem 3.9 of [12]), we can easily
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show that for each m � 1, m-MCFL
prop

is a substitution-closed full abstract
family of languages.

5 Relation to the Control Language Hierarchy

Kanazawa and Salvati [8] showed Ck ✓ 2k�1-MCFL for each k through a tree
grammar generating the derivation trees of a level k control grammar (G,C). In
fact, detour through tree languages is not necessary—a level k control language
can be obtained from a level k � 1 control language by certain string language
operations. It is easy to see that the family

S
m m-MCFL

prop

is closed under
those operations.

Let us sketch the idea using Example 4. We start by applying a homomorphic
replication [2,5] h(1, R), h

1

, h

2

i to the control set C = {⇡n
1

⇡

n
2

⇡

3

| n 2 N },
obtaining

h(1, R), h
1

, h

2

i(C) = {h
1

(w)h
2

(wR) | w 2 C }, (6)

where h

1

(⇡
1

) = a, h

1

(⇡
2

) = b, h

1

(⇡
3

) = ", h

2

(⇡
1

) = āS, h

2

(⇡
2

)b̄S, h
2

(⇡
3

) = ".
For instance, ⇡2

1

⇡

2

2

⇡

3

is mapped to aabbb̄Sb̄SāSāS. Iterating the substitution
S  h(1, R), h

1

, h

2

i(C) on the resulting language and then throwing away strings
that contain S gives the language of the control grammar of this example.

In general, if ⇡ is a production A ! w

0

B

1

w

1

. . . Bnwn of a labeled distin-
guished grammar G = (N,⌃, P, S, f) and f(⇡) = i 2 [1, n], then we let h

1

(⇡) =
w

0

B

1

w

1

. . . Bi�1

wi�1

and h

2

(⇡) = wiBi+1

wi+1

. . . Bnwn. In case f(⇡) = 0, h
1

(⇡)
is the entire right-hand side of ⇡ and h

2

(⇡) = ". The control set C is first inter-
sected with a local set so as to ensure consistency of nonterminals in adjacent
productions, and then partitioned into sets CA indexed by nonterminals, with
CA holding only those strings whose first symbol is a production that has A

on its left-hand side. Let LA = h(1, R), h
1

, h

2

i(CA) for each A 2 N . The final
operation is iterating simultaneous substitution A  LA and throwing away
strings containing nonterminals:

L

0

= LS , Ln+1

= Ln[A LA]A2N , L =
[

n

Ln \⌃

⇤
. (7)

This last step may be thought of as the fixed point computation of a “context-free
grammar” with an infinite set of rules {A! ↵ | A 2 N,↵ 2 LA }.

Lemma 9. If L 2 m-MCFL
prop

and h

1

, h

2

are homomorphisms, then the lan-
guage h(1, R), h

1

, h

2

i(L) defined by (6) belongs to 2m-MCFL
prop

.

Example 1 in Section 2.1 illustrates Lemma 9 with m = 1, L = D

⇤
1

, and h

1

, h

2

both equal to the identity function.
The proof of the next lemma is similar to that of closure under substitution.

Lemma 10. If LA ✓ (N [⌃)⇤ belongs to m-MCFL
prop

for each A 2 N , then
the language L defined by (7) also belongs to m-MCFL

prop

.

Theorem 11. For each k � 1, Ck ( 2k�1-MCFL
prop

.
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Again, the language RESP
2

k�1 separates 2k�1-MCFL
prop

from Ck. For k = 2,
{w#w | w 2 D

⇤
1

} also witnesses the separation. I currently do not see how to
settle the question of whether the inclusion of

S
k Ck in

S
m m-MCFL

prop

is strict.

6 Conclusion

Theorem 5 and Theorem 8 with m = 2k�1 both apply to languages in Ck, but
place incomparable requirements on the factorization z = u

1

v

1

. . . u

2

kv
2

ku
2

k
+1

.
Theorem 8 does not require v

2

k�1u
2

k�1v
2

k�1
+1

to contain  p distinguished
positions. On the other hand, it does not seem easy to derive additional restrictions
on v

2i�1

u

2iv2i from Palis and Shende’s [11] proof. From the point of view of
MCFGs, the conditions in Theorem 8 are very natural: the substrings that are
simultaneously iterated should contain only a small number of distinguished
positions.
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