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The MIX language and computational linguists:

- Joshi 1985: [MIX] represents the extreme case of the degree of free word order permitted in a language. This extreme case is linguistically not relevant. [...] TAGs also cannot generate this language although for TAGs the proof is not in hand yet.
- Joshi et al. 1990: Mildly Context Sensitive Grammars capture only certain kinds of dependencies, e.g, nested dependencies and certain limited kinds of crossing dependencies (e.g., in the subordinate clause constructions in Dutch or some variations of them but perhaps not in the so-called MIX (or Bach) language) [...] MCTAGS also belong to Mildly Context Sensitive Grammars. . .
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The $O_{2}$ language is of interest in computational group theory:

- the monoid homomorphism $z:\{a ; \bar{a} ; b ; \bar{b}\}^{*} \rightarrow \mathbb{Z}^{2}$ such that $z(a)=(1,0), z(\bar{a})=(-1,0), z(b)=(0,1), z(\bar{b})=(0,-1)$ has $\mathrm{O}_{2}$ as kernel.
- $\mathrm{O}_{2}$ is a group language that is not context free. An open question is whether it is an indexed language.
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The following transductions are due to Kanazawa:
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Thus MIX belongs to a rational cone iff $O_{2}$ does.
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MCFGs are context free grammars of tuples of strings. A MCFG, $G$ is a tuple $(N, T, S, R)$ where:

- $N$ is a ranked alphabet of non-terminals,
- $T$ is the alphabet of terminals,
- $S$ is an element of $N$ of arity 1 ,
- $R$ is the set of rules of the form:
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The language defined by $G$ is $\{s \mid S(s)$ is derivable $\}$. If the maximal arity of $N$ is lower than $k, G$ is a $k$-MCFG.
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## A 2-MCFG for $\mathrm{O}_{2}$

| $S(x y):-\operatorname{Inv}(x, y)$ |
| :---: |
| $\operatorname{Inv}\left(x_{1} y_{1}, y_{2} x_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
| $\operatorname{Inv}\left(x_{1} x_{2} y_{1}, y_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
| $\operatorname{Inv}\left(y_{1}, x_{1} x_{2} y_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
| $\operatorname{Inv}\left(y_{1} x_{1} x_{2}, y_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
| $\operatorname{Inv}\left(y_{1}, y_{2} x_{1} x_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
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| $\operatorname{Inv}\left(x_{1}, y_{1} x_{2} y_{2}\right):-\operatorname{Inv}\left(x_{1}, x_{2}\right), \operatorname{Inv}\left(y_{1}, y_{2}\right)$ |
| $\operatorname{Inv}(\epsilon, \epsilon):-$ |
| $\operatorname{Inv}(\alpha, \bar{\alpha}):-$ |
| $\operatorname{Inv}(\bar{\alpha}, \alpha):-$ |

where $\alpha \in\{a ; b\}$
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illustration from: A combinatorial introduction to topology by Michael Henle (Dover Publications).
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Figure 13.1 Two Jordan curves.
illustration from: A combinatorial introduction to topology by Michael Henle (Dover Publications).
Theorem: There is $k \in\{-1 ; 1\}$ such that the winding number of Jordan curve around a point in its interior is $k$, its winding number around a point in its exterior is 0 .
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Simple curves, translations, intersections and the complex exponential

Let's suppose that $D-A=1$
let $\varphi:\left\{\begin{array}{rll}\mathbb{C} & \rightarrow & \mathbb{C}-\{0\} \\ z & \rightarrow & e^{2 i \pi z}\end{array}\right.$.

$\varphi$ transforms arcs performing translation of $k$ into arc that have $k$ as winding number around 0 .
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Let's suppose that $D-A=1$ and that $A_{0}=A^{\prime}=0$,
$A_{1}=D^{\prime}=1, \ldots, A_{k}=k$
let $\varphi:\left\{\begin{array}{rll}\mathbb{C} & \rightarrow \mathbb{C}-\{0\} \\ z & \rightarrow e^{2 i \pi z}\end{array}\right.$.

$\varphi$ sums up the winding number of a Jordan curve around the $A_{i}$ as the winding number around $\varphi\left(A_{0}\right)=\varphi(0)=1$.
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The Theorem follows by contradiction.
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## Conclusion

- we have showed that $O_{2}$ is a $2-M C F L$ exhibiting the first non-virtually free group language that is proved to belong to an interesting class of language,
- this implies that contrary to the usual conjecture we have showed that MIX is a $2-\mathrm{MCFLs}$.
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Thus the following conjectures:

- mildly context sensitive languages may well be, as advocated by Kanazawa, $\mathrm{MCFL}_{\text {wn }}$
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Open question:

- Is $O_{3}$ an MCFL?

